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Image-Based Content Retrieval
 via Class-Based Histogram Comparisons
 (&amp;)  John Kundert-Gibbs
  
The Institute for Artiﬁcial Intelligence,
 The University of Georgia, Athens, GA 30604, USA
 jkundert@uga.edu
 Abstract. Content-based image retrieval has proved to be a fundamental
 research challenge for disciplines like search and computer vision. Though
 many approaches have been proposed in the past, most of them suffer from poor
 image representation and comparison methods, returning images that match the
 query image rather poorly when judged by a human. The recent rebirth of deep
 learning neural networks has been a boon to CBIR, producing much higher
 quality results, yet there are still issues with many recent uses of deep learning.
 Our method, which makes use of a pre-trained deep net, compares class-based
 histograms between the known image database and query images. This method
 produces results that are signiﬁcantly better than baseline methods we test
 against. In addition, we modify the base network in two ways and then use a
 weighted voting system to decide on images to display. These modiﬁcations
 further improve image recall quality.  
Keywords: Deep learning Image retrieval Content-Based image retrieval
 Image based recall CBIR  IBR Information retrieval Computer vision
1 Introduction
  In the last few years, users’ desire to ﬁnd more images like the one they are currently viewing has increased dramatically. From personal photo libraries to personal and business searches, vast numbers of image consumers are interested in ﬁnding images that “look like” the one they are viewing at the moment. As the quantity of stored images has expanded to a number far beyond what any team of humans could examine, classify, and catalogue, we have turned to machines running Artiﬁcial Intelligence searches to do the work for us.
  The industry terms for recovering images that are visually and semantically similar to the search image are Content-Based Image Recall (CBIR) or Image-Based Recall (IBR). The major IBR breakthrough in the past few years has been the use of deep convolutional neural networks. Even with major advances in IBR, however, the area is an ongoing topic of research as results are not consistently appropriate. We propose a new system that can outperform publically available IBR packages on a reasonable size database of images. Our system utilizes a class histogram approach (described in Sect.
  to compare a query image to scores from an image database, producing quality
  4 J. Kundert-Gibbs
  generally qualitative, we can make some quantitative assessment as well. By com- paring two off-the-shelf IBR solutions, as well as an un-retrained and a retrained network using our method, we show that our system works better than the available systems, and that further training increases the accuracy of our method.
  2 Research in Image-Based Recall
  Substantial work has been done on the topic of IBR for more than two decades. Most of the traditional methods [
  require a large number of training instances. Until

	

  results have been only marginal. More recent approaches have made use of ensemble learning.
  These ensemble schemes have been successful at improving classiﬁcation accuracy through bias or variance reduction, but they do not help reduce the number of samples and the time required to learn a query concept. An approach based on Support Vector Machines (SVMs) is proposed in [
  but this approach requires seeds to start, which is not practically feasible, especially for large database queries.
  Conventional IBR approaches usually choose rigid distance functions on some extracted low-level features for their similarity search mode, such as Euclidean dis- tance. However, a ﬁxed rigid similarity/distance function may not be optimal for the complex visual image retrieval tasks. As a result recently there has been a surge of research into designing various distance/similarity measures on low-level features by exploring machine learning techniques 
  
 ]. Distance metric learning for image

	retrieval has been extensively studied [

   ], class labels

	are used to train DML.

  Over the past half decade, a rich family of deep learning techniques has been applied to the ﬁeld of computer vision and machine learning. Just a few examples are Deep Belief Networks [
  Restricted Boltzmann Machi-
  nes [
  The
  deep convolutional neural networks (CNNs) proposed in 
  
  ] got ﬁrst place in the 2012 image classiﬁcation task, ILSVRC-2012, proving the worth of this rejuvenated network architecture. For our method, we make use of a pre-trained VGG- 16 model.
  3 IBR Packages
  While a number of IBR packages exist, we found two packages based on MATLAB that are good experimental candidates because they utilize MATLAB as a basis and are consistent in their underpinnings, using scripts that are open to examination. These two
  IBR implementations serve to provide baseline results for comparison with our IBR method, which is also implemented in MATLAB.
  The ﬁrst package examined is cbires, developed primarily by Joani Mitro. cbires uses either k-nearest-neighbors (knn) or Support Vector Machines (SVM) plus feature
  Image-Based Content Retrieval
  5
  Ben Khalifa and Faezeh Tafazzoli [
  CBIR utilizes feature extraction which can
  either be done locally or globally. Color and texture features can be extracted globally or locally, and different distance measures can be invoked to compare images.
  The method we have developed operates differently than the two baseline IBR packages described above. Termed Class-Based Histogram, or CBH-IBR, this system uses a pre-trained deep learning convolutional neural network—in this case trained on the Imagenet database 
  
  ]—as the basis for image recall. In our case we use a network trained via matconvnet 
  
  ]—a script package for MATLAB that is speciﬁcally designed to create and train convolutional neural networks—that is set up to classify the 1,000 categories of images that Imagenet contains. While this network, imagenet-vgg-f.mat, which comes included with the matconvnet download, is intended for use classifying a single output class, we note that the ﬁnal layer (a fully connected softmax probability layer) produces a 1,000 element vector that contains a probability between 0.0 and 1.0 for each of the classes. We exploit this fact by running a MATLAB script that records the full 1,000 element vector for each image in a resource database (from which images are pulled to match the query image). These vectors create a histogram of each of the 1,000 possible classes. When a query image is submitted via another script, its class vector is calculated and then compared via RMSE to each of the other images, as shown in the following formula. !
  images X classes X
  2 S q b ; ; 
best ¼ min j ij q ¼ queryimage b ¼ baseimages
 i¼1 j¼1  The n closest matches (smallest differential RMSE) in the resource database are chosen and displayed, as is the error between the query and resource images.
  Even for images that do not contain one of the 1,000 Imagenet classes, each histogram turns out to be distinct and therefore can be used to retrieve similar images. The fact that images not featuring an object from the Imagenet classes can be queried and matched is exceptionally useful as it means this method can recall images it was not trained to recognize at all. We have used our CBH method to test and recall many query images that are not classiﬁed within the 1,000 image-net classes, and while these images would not produce viable classiﬁcations via the network, they produce good results for IBR.
4 Experimental Setup and Methodology
  We utilize the F-measure to determine the quality of results in our experiment: we count images that are “very close” to the query image, images that are “pretty close,” and images that are “not at all close.” From these relatively straightforward metrics we calculate the precision of our results, either using only the correct (very close) images, or both correct and partially correct results. In Table
   , we provide the F-measure for both the correct results and the correct + partially correct results.
  We selected two image sets, the Caltech 256 data set 
   ] and the one included with
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  that fall within 271 classes (many of which are not Imagenet classes). These images contain between 80 and 200 of each image class/descriptor (e.g., sailboat, horses, bear,
  
  car). We then selected 50 images from google.com and duckduckgo.com as test query images. The images are chosen to be reasonable images given the source image database; in other words, images that are similar to a large number of images (at least one class of 80+) within the source images. These images are isolated from the query database and any training work, so that they remain completely outside the world that
  
  the IBR packages had access to for training or querying. For each engine, after adjusting to ﬁnd optimum settings, we run a query for each of our 50 test images and request 20 similar images be output. For each of the 50 search results (with 20 images each) we count up the number of correct images, the number of partially correct, and the number of incorrect results, and record them in a spreadsheet. F-measures are computed for each image query as well as a single F-measure result for the entire 50 image query set for each query technique, shown in Table 
  In our tests, our pretrained Imagenet network works very well, but still has room for improvement. We thus tried numerous methods to retrain/reﬁne the network, including retraining via softmax log loss, top k error, mshinge, and our own modiﬁed version of softmax log loss. While our hope was to ﬁnd one method that outperformed the original network in all cases, this did not occur. We thus created a voting method that utilizes the best three retraining methods—the original network, the network retrained with softmax log, and the network retrained via minimizing sum of squared errors on CBH-IBR—creating a results vector of all three methods combined. We sort this new, combined vector (3 times the length of each return vector, or 60 values in this case) and take the top 20 results. While a few results are actually worse, most are the same or improved, so this method produces the best overall F-measure, as presented in Table
   .
  5 Results
  While our results are somewhat qualitative, as we have to use human judgment to determine how close IBR results are, we have come up with distinctly differentiated results that are borne out by direct observation. Our IBR engine performs substantially better than the baseline packages using the same source image database and the same query images.
  The cbires recall engine performs the worst of the group, as evidenced both by its total F-measure and by observing results. We attempted to improve the results, but there are very few parameters that can be adjusted via its GUI. We tried both knn and SVM methods, and found them about the same. Our results are for the knn method. As Table
   indicates, the results of cbires are less than adequate. CBIR performed mar-
  ginally better after some tweaking. Even at the best settings we could ﬁnd, however, the 1 image query results are also less than adequate, as indicated in Table 
  
As the Caltech data set contains many classes with more than 200 images, while others have as few
 2 as 80, we removed any images beyond 200 for a class to reduce class imbalance. cbires requires the query image be in the image database, so we had to place the query image in the
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  As opposed to the baseline methods, CBH-IBR produces high quality results, both visually and via F-measure. Without retraining, the only tuning adjustment for this system is whether to ignore small values in the histogram vector, and what the threshold should be for ignoring small values. Empirically we determined that a value of 0.01 works the best. This setting ignores the noise of any very small probabilities, improving results dramatically. Interestingly, a large value for the threshold percentage reduces the quality of the results, indicating that categories of classiﬁcation with smaller values signiﬁcantly improve the engine’s ability to ﬁnd similar images. Fig- ure  shows two excellent results, while the left-hand side of Fig.
   shows one that is not wholly adequate.
  
Fig. 1. Using CBH-IBR to query images of a classic car (left) and a tiger (right).
  Retraining the CBH-IBR method involves assigning classes to each image in the database, and using loss algorithms to determine the quality of the result. Retraining improves results in many cases, but also creates instances where the results are worse than the original. Thus we have stacked the three best methods—the original network,
  
  one retrained via softmax log loss, and one via a custom histogram/class method —and use lowest error scores from amongst the three methods to generate our 20 results. The right-hand side of Fig.
   shows the results of the same query after retraining. Note that
  the two images in the second to last row are now images of mandolins, not incorrect images. Though this stacked network method works the best of any we tested, it still produces results that are less than perfect for some query images.
  From visual examination, we produce F-measures for each search method, and for both correct and correct + partially correct results. Table
   shows the results of these more quantitative measures and the numbers parallel our visual observations. 3 Our method minimizes the derivative of the sum of squared errors between class histograms (term 1) added to class error, or softmax log loss (term 2). 6 B 2 " # images images 
P P P oi
 classes 2 6 e 7 C 3 1 7 3 S derivative 1 : 5 2 q j b ij c i ¼ dzdy classes 4 @ 4 P ok 5 A 5 i¼1 j¼1 i¼1 e
 k¼1  8 J. Kundert-Gibbs 
Table 1. F-measure for each of the four IBR methods tested.
  
IBR method F-measure (correct) F-measure (correct + partial)
 cbires 0.242 0.477 CBIR 0.222 0.498 CBH 0.875 0.945  0.979 CBH—retrained 0.928 
Fig. 2. Using CBH-IBR to query an image of a mandolin (left) and 3 CBH methods to query the
 same image of a mandolin (right).  
Fig. 3. Using CBH-IBR via original (unmodiﬁed) network (left), vs. retrained network (right).
  6 Conclusions and Future Work
  Our CBH-IBR method produces substantially better results than the baseline CBIR methods we tested. These results indicate that comparing class score histograms pro- duces high quality results without needing much data preprocessing. In addition, retraining the network improves results, though sometimes at the cost of exact matches, as, shown in Fig.
   are correct, as they match the
  Image-Based Content Retrieval
  9
  as they output more brown bears. Our retraining method thus needs more granular classes on which to train: with sub classes for various bears, the degraded results would be eliminated. We also note that retraining based on individual classes is likely not the best way to improve performance. Our method allows the network to discover a web of probabilities associating images. Retraining the network to recognize a single class as correct, while improving class-based results, does not necessarily improve the visual quality of the results. Our custom prediction/loss method, which involves minimizing the sum of squared errors between the class histograms of the query image and the training images, works well only if we add to this the standard softmax loss method for classes. While results of this custom loss method are encouraging, research into improving this method is ongoing.
  Overall we ﬁnd our results to be excellent. Using existing networks in a novel way leverages all of the work that has gone into training DLCNNs, and with more robust networks and more research into training techniques, we believe the results will improve further.
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