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Preface
  Splunk  is  a  leading  platform  that  fosters  an  efficient  methodology  and  delivers  ways to  search, monitor,  and  analyze  growing  amounts  of  big  data.  This  book  will  allow you  to  implement  new services and utilize them to quickly and efficiently process machine-generated big data. We'll introduce you to all the new features, improvements, and offerings of Splunk 7. We cover the new  modules  of  Splunk—Splunk  Cloud  and  the  Machine  Learning  Toolkit—to  ease  data  usage. Furthermore, you will learn how to use search terms effectively with boolean and grouping operators. You will learn not only how to modify your search to make your searches fast, but also how to use wildcards efficiently. Later, you will learn how to use stats to aggregate values, a chart to turn data, and a time chart to show values over time; you'll also work with fields and chart enhancements and learn how to create a data model with faster data model acceleration. Once this is  done,  you  will learn  about  XML  dashboards,  working  with  apps,  building  advanced dashboards,  configuring  and extending Splunk, advanced deployments, and more. Finally, we'll teach you how to use the Machine
Who this book is for
  This book is intended for data analysts, business analysts, and IT administrators who want to make the  best  use  of  big  data,  operational  intelligence,  log  management, and  monitoring  within  their organization. Some knowledge of Splunk services will help you get the most out of the book.
What this book covers
  
  , Understanding Search, dives into the nuts and bolts of how searching works so that you can make efficient searches to populate the cool reports.
  
  , Tables, Charts, and Fields, starts using fields for more than searches; we'll build tables and graphs. Then we'll learn how to make our own fields.
  
  Data Models and Pivots, covers data models and pivots, the pivot editor, pivot elements and filters, and sparklines.

  
  ,  Simple  XML  Dashboards,  demonstrates  simple  XML  dashboards;  their  purpose;  using Toolkit and shows how it can be used to create a machine learning model.
To get the most out of this book
  
  
   
  
  
  The codes in this book use a data generator which can be used to test the queries given in the book. However, since  the  data  is  randomly  generated,  not  all  queries will  work  as  expected  and  you  may  have  to  modify  them accordingly.
Download the example code files
  
  You can download the example code files for this book from your account at If you

  
  purchased  this  book  elsewhere,  you  can  visit and  register  to  have  the  files emailed directly to you.
  You can download the code files by following these steps:
  
  2.  Select the SUPPORT tab.
  3.  Click on Code Downloads &amp; Errata.
  4.  Enter the name of the book in the Search box and follow the onscreen instructions. Once the file is downloaded, please make sure that you unzip or extract the folder using the latest version of:
Conventions used
  There are a number of text conventions used throughout this book.
  CodeInText
  :  Indicates  code  words  in  text,  database  table  names,  folder  names,  filenames,  file extensions, pathnames,  dummy  URLs,  user  input,  and  Twitter  handles. Here  is  an  example:  "The

  _time
  events must have a field." A block of code is set as follows:
  sourcetype="impl_splunk_gen" ip="*" | rex "ip=(?P&lt;subnet&gt;\d+\.\d+\.\d+)\.\d+" | table ip subnet
  
Bold: Indicates a new term, an important word, or words that you see onscreen. For example, words
  in menus or dialog boxes appear in the text like this. Here is an example: "There are several ways to define a field. Let's start by using the Extract Fields interface."
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Errata:  Although  we  have  taken  every  care  to  ensure  the  accuracy  of  our  content,  mistakes do

 happen. If you have found a mistake in this book, we would be grateful if you would report this to us.   Please visitselecting your book, clicking on the Errata Submission Form link, and entering the details.
  
Piracy: If you come across any illegal copies of our works in any form on the Internet, we would be
  grateful  if  you  would  provide  us  with  the  location  address  or  website name.  Please  contact  us  at
  copyright@packtpub.com with a link to the material.
Reviews
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   .
The Splunk Interface
  This is the third edition of this book! Splunk has continued to grow in popularity since our original publication  and  each  new  release  of  the  product  proves  to  be  enthusiastically consumed  by  the industry. The content of each chapter within this edition has been reviewed and updated for Splunk version 7.0, with new sections added to cover several new features now available in version 7.0. In addition, we have two new chapters, one covering Splunk's latest machine learning toolkit (MLT) and another discussing practical proven-practice recommendations. So, even if you have an earlier edition of this book (thank you!), it's worthwhile picking up this edition. Let's begin! This chapter will walk you through the most common elements in the Splunk interface, and will touch upon concepts that are covered in greater detail in later chapters. You may want to dive right into them, but an overview of the user interface elements might save you some frustration later. We will
Logging in to Splunk
  The  Splunk  GUI  (Splunk  is  also  accessible  through  its command-line  interface  (CLI)  and  REST API)  is  web-based,  which  means  that  no  client  needs  to  be  installed.  Newer browsers  with  fast JavaScript engines, such as Chrome, Firefox, and Safari, work better with the interface. As of Splunk Version 6.2.0 (and version 7.0 is no different), no browser extensions are required.
  8000
  The default port (which can be changed) for a Splunk installation is still . The address will look
  http://mysplunkserver:8000 http://mysplunkserver.mycompany.com:8000
  like or :
The home app
  After  logging  in,  the  default  app  is  the Launcher  app  (some  refer  to  it  as Home).  This  app  is  a launching pad for apps and tutorials.
  Note that with your first login, Splunk will present a popup displaying Help us improve Splunk software  that will 
ask you permission (Splunk) to collect information about your Splunk usage. It is up to you how to respond. The Explore Splunk Enterprise pane shows the following links:
  
  (  and get the best out of your Splunk deployment. In addition, this is
  
  where  you  can access for  the  very  latest  updates  to documentation on (almost) any version of Splunk.
  The Apps  section  shows  the  apps  that  have  GUI  elements  on  your  instance  of  Splunk. App  is an overloaded  term  in  Splunk.  An  app  doesn't  necessarily  have  a  GUI;  it  is  simply a  collection  of configurations wrapped into a directory structure that means something to Splunk. We will discuss
The top bar
  The  bar across the top of the window contains information about where you are as well as quick links to preferences, other apps, and administration.
  The current app is specified in the upper-left corner. The following screenshot shows the upper-left Splunk bar when using the Search &amp; Reporting app: Clicking on the text takes you to the default page for that app. In most apps, the text next to the logo is simply changed, but the whole block can be customized with logos and alternate text by modifying the
  app's CSS. We will cover this in , Working with Apps:
  Default application controls where you first land after login. Most users will want to change this to search. Restart  backgrounded  jobs  controls  whether  unfinished  queries  should  run  again  if  Splunk  is restarted.
  Search/Search  assistant/Syntax  highlighting/auto-format  and  Show  line  numbers:  these properties  are  used  for  assistance  with  command  syntax,  including  examples, autocomplete syntax, or to turn off search assistance. Syntax highlighting displays search string components in different colors.
  Messages allows  you  to  view  any  system-level  error  messages  you  may  have  pending.  When there is a new message for you to review, a notification displays as a count next to the Messages menu. You can click on the X to remove a message. The Settings  link  presents  the  user  with  the  configuration  pages  for  all  Splunk Knowledge objects, Distributed  environment,  System  and Licensing,  Data,  and Users  and  Authentication settings. For any option that you are unable to see, you do not have the permissions to view or
  The Activity  menu  lists  shortcuts  to  Splunk Jobs, Triggered Alerts,  and  (in  previous  versions System Activity) views. You  can  click  on Jobs  (to  open  the  search  jobs  manager  window,  where  you  can  view  and manage  currently running  searches)  or Triggered  Alerts  (to  view  scheduled  alerts  that  are triggered).
  
Note:  In  version  7.0, System  Activity  (to  see  dashboards  about  user  activity  and  status  of  the  system)  has  been
 removed from under Activity. You can actually access all of this detailed information in Search!  Help  lists  links  to  video  tutorials, Splunk Answers,  the  Splunk Contact  Support  portal,  and online Documentation:
  The Search &amp; Reporting app
  The Search &amp; Reporting app (or just the search app) is where most actions in Splunk start. This app is a dashboard where you will begin your searching.
Data generator
  If  you  want  to  follow  the  examples  that  appear  in  the  next  few  chapters,  install  the
  ImplementingSplunkDataGenerator
  demo app by following these steps:
   
  1.  
  
  2.  Choose Manage apps... from the Apps menu
  3.  Click on the button labeled Install app from the file
  4.  Click on Choose File, select the file, and then click on Upload This data generator app will produce about 16 megabytes of output per day. The app can be disabled so that it stops producing data by using Manage apps... under the App menu.
The Summary view
  Within  the Search &amp; Reporting  app,  the  user  is  presented  with  the Summary  view,  which  contains information  about  the  data  that  the  user  searches  by  default. This  is  an  important  distinction;  in  a mature Splunk installation, not all users will always search all data by default. But if this is your first trip into Search &amp; Reporting, you'll see the following: user's indexed data. Other panels gave a breakdown of data using three important pieces of metadata —Source,  Sourcetype,  and Hosts.  In  the  current  version,  7.0.0,  you  access  this  information  by clicking on the button labeled Data Summary, which presents the following to the user:
Search
  Okay, we've finally made it to search. This is where the real power of Splunk lies.
  error
  For our first search, we will search for the word (not case-specific) . Click in the search bar,
  error
  type the word , and then either press Enter or click on the magnifying glass to the right of the bar: Upon  initiating  the  search,  we  are  taken  to  the  search  results  page  (which  hasn't really changed in version 7.0):
Actions
  Let's inspect the elements on this page. Below the Search bar, we have the event count, action icons, and menus: Starting from the left, we have the following:
  The number of events matched by the base search. Technically, this may not be the number of results  pulled from  disk,  depending  on  your  search. Also,  if  your  query  uses  commands,  this number may not match what is shown in the event listing.
  Job: It opens the Search job inspector window, which provides very detailed information about the query that was run. Pause: It causes the current search to stop locating events but keeps the job open. This is useful
Timeline
  Now we'll skip to the timeline below the action icons: Along with providing a quick overview of the event distribution over a period of time, the timeline is also a very useful tool for selecting sections of time. Placing the pointer over the timeline displays a popup for the number of events in that slice of time. Clicking on the timeline selects the events for a particular slice of time.
  Clicking and dragging selects a range of time:
  The field picker
  To the left of the search results, we find the field picker. This is a great tool for discovering patterns and filtering search results:
Fields
  The field list contains two lists.
  Selected Fields, which have their values displayed under the search event in the search results Interesting Fields, which are other fields that Splunk has picked out for you
  Above the field list are two links, Hide Fields and All Fields: Hide Fields: Hides the field list area from the view All Fields: Takes you to the Selected Fields window:
  Search results
  We are almost through with all the widgets on the page. We still have a number of  items to cover in the search results section, though, just to be thorough: the Visualization tab includes a chart and the statistics table used to generate the chart. Not all searches are eligible for visualization—a concept which will be covered later in this book.
  Under  the  previously  described tabs, is the timeline that we will cover in more detail later in this chapter.
Options
  Beneath the timeline (starting from the left) is a row of option links, including: Show Fields: Shows the Selected Fields screen List: Allows you to select an output option (Raw, List, or Table) for displaying the search result Format:  Provides  the  ability  to  set Result display options,  such  as Show row numbers,  Wrap results, the Max lines (to display) and Drilldown as on or off NN Per Page: This is where you can indicate the number of results to show per page (10, 20, or 50)
  To the right are options that you can use to choose a page of results, and to change the number of events per page.
  In  older  versions  of  Splunk  (prior  to  4.3),  these  options  were  available  from  the  Results  display  options  popup dialog.
Events viewer
  Finally, we make it to the actual events. Let's examine a single event: Starting from the left, we have:
  Event  Details:  Clicking  here  (indicated  by  the right  facing  arrow)  opens  the  selected  event, provides  specific  information  about  the  event  by  type, field,  and  value,  and  allows  you  the ability to perform specific actions on a particular event field. In addition, Splunk offers a button labeled Event Actions to access workflow actions, a few of which are always available. Build Event Type: Event types are a way to name events that match a certain query. We will
Using the time picker
  Now that we've looked through all the widgets, let's use them to modify our search. First, we will change our time. The default setting of All time is fine when there are few events, but when Splunk has  been  gathering  events  over a  period  of  time  (perhaps  for  weeks  or  months),  this  is  less  than optimal. Let's change our search time to one hour:
  Using the field picker
  The field picker is very useful for investigating and navigating data. Clicking on any field in the field picker pops open a panel with a wealth of information about that field in the results of your search:
  Top  values  and Top  values  by  time  (allows  referring  to  the Top  10  Values   returned  in  the search) present graphs about the data in this search. This is a great way to dive into reporting and graphing. We will use this as a launching point later. Rare values displays the least common values of a field. Events  with  this  field  will  modify  the  query  to  show  only  those  events  that  have  this  field defined.
  The links are actually a quick representation of the top values overall. Clicking on a link adds
  c:\\Test Data\\tm1server.log
  that value to the query. Let's click on :
  c:\\Test
  This  will  rerun  the  search,  now  looking  for  errors  that  affect  only  the  source  value
  Data\\tm1server.log .
The settings section
  The Settings  section,  in  a  nutshell,  is  an  interface  for  managing  configuration  files.  The  number of files and options in these configuration files is truly daunting, so the web interface concentrates on the most commonly used options across the different configuration types. Splunk  is  controlled  exclusively  by  plain  text  configuration  files.  Feel  free  to  take a  look  at  the configuration files that are being modified as you make changes in the admin interface. You will find them by hitting the following locations:
  $SPLUNK_HOME/etc/system/local/ $SPLUNK_HOME/etc/apps/ $SPLUNK_HOME/etc/users/&lt;user&gt;/&lt;app&gt;/local
  You may notice configuration files with the same name at different locations. We will  cover in detail
  
  
  indexed by Splunk. Distributed  environment:  The  three  options  here  relate  to  distributed  deployments  (we  will
  cover these options in detail in , Advanced Deployments): Indexer clustering: Access to enabling and configuring Splunk Indexer clustering, which we will discuss later in this book.
  Forwarder  management: Access  to  the  forwarder  management  UI  distributes  deployment apps to Splunk clients. Distributed search: Any Splunk instance running searches can utilize itself and other Splunk instances to retrieve results. This interface allows you to configure access to other Splunk instances. Users and authentication: This section provides authentication controls and an account link:
  Access controls: This section is for controlling how Splunk authenticates users and what
  users  are allowed  to  see  and  do.  We  will  discuss  this  further  in ,  Configuring Splunk.
  In addition to the links, the Settings page also presents a panel on the left-hand side of the page. This
Splunk Cloud
  An exciting new option for Splunk is Splunk Cloud. This option offers almost all of Splunk's features and functionalities along with the convenience of being on a real cloud platform:
  
  
  
   "Splunk Cloud provides a layer of security and operational control that causes it to differ from Splunk Enterprise".
  In  my  experience,  moving  any  software  or  service  to  the  cloud  typically  will  have some implications.  With  Splunk  Cloud,  you  can  expect  the  following  differences  (from Splunk Enterprise):
  There  is  no  CLI  (Splunk's  command-line  interface)  support.  This  means  that  some (administrative) tasks can be achieved through the web browser but most will require Splunk
  Try before you buy
  It's worth giving Splunk Cloud a try (even if you are not seriously considering its usage in the near future). If you have a valid Splunk ID, you can test-drive Splunk Cloud for free (for 15 days):
A quick cloud tour
  Let's start with accessing your instance. Once you've received the acknowledgement that your Splunk Cloud (trial) instance is ready, you can point your browser to the provided URL. You will notice that the web address for Splunk Cloud is prefixed with a unique identifier that qualifies your particular instance (this is actually the server name where your instance resides): And the Log In page is a bit different in appearance (from Splunk Enterprise):
The top bar in Splunk Cloud
  The top bar in Splunk Cloud is relatively the same but shifts the locally installed Splunk right-located links (Messages, Settings, Activity, and Find) to the left: While on the right, there is My Splunk:
Splunk reference app – PAS
  Splunk's Pluggable Auditing  System  (PAS)  (originally  available  as  version  1.0  back  in  January 2015) is a Splunk App designed to describe how to develop Splunk apps. It is intended to present recommended practices in addition to the Splunk developer platform.
  PAS also: Enables  you  to  monitor  countless  document  repositories  to  track  who  has  viewed,  modified, deleted, or downloaded documents or other artifacts from numerous sources Detects suspicious activities Analyzes trends
Universal forwarder
  The  Splunk universal forwarder is a no-license-required app that is not unique to Splunk Cloud or even  new  to  Splunk 7.0;  in  fact,  it  has  been  available  and  in  use  for  quite  some  time  and  several releases. Since it's a cloud-specific  app,  we'll  not  spend  much  time  on  it  here.  But,  as  a  reminder, UF  is  a dedicated,  lightweight  form  of  Splunk  Enterprise  containing  only  the  vital  components required  to forward data and is intended to run on production servers, requiring minimal CPU and memory. It has the slightest effect possible on other software, making it ideal for Splunk Cloud.
  eventgen
  eventgen  is  also not new nor Splunk Cloud-specific. eventgen permits you create dummy events to randomly generate, allowing you to get events into Splunk for testing their applications.
  Note: since eventgen is used by the internal Splunk team for developing its numerous applications and demos, it is probably a good use of the reader's time to become familiar  with its almost infinite amount of configurability to simulate real data.
Next steps
  As mentioned at the beginning of this section, when you sign up for Splunk Cloud, an email will be sent to your registered email ID to let you log in to your Splunk Cloud account. You will also receive an app unique to you to help you configure your forwarded to send data to your Cloud as shown in the Cloud documentation:
   Note:is  a  great  place  to  see  what  apps  are  Cloud-compatible  or  what apps are available specifically for Splunk Cloud.
Summary
  As you have seen in this chapter, the Splunk GUI provides a rich interface for working with search results. We really scratched just the surface and will cover more elements as we use them in later chapters. Something new in this edition was the discussion of Splunk Cloud. With Splunk Cloud, we can avail the  features  of  Splunk  Enterprise.  It  also  provides  access  to  numerous apps  on  Splunkbase  and enables to you build customized apps. In the next chapter, we will dive into the nuts and bolts of how searching works so that you can make
  efficient  searches  to  populate  the  cool  reports  that  we  will  make in Tables,  Charts,  and Fields, and beyond.
Understanding Search
  To successfully use Splunk, it is vital that you write effective searches. Using the index  efficiently will make your initial discoveries faster, and the reports you create will run faster for you and for others. In this chapter, we will cover the following topics:
  How to write effective searches How to search using fields Understanding time Saving and sharing searches Event annotation
Using search terms effectively
  The  key  to  creating  an  effective  search  is  to  take  advantage  of  the  index.  The  Splunk index  is effectively a huge word index, sliced by time. One of the most important factors for the performance of your searches is how many events are pulled from the disk. The following few key points should be committed to memory:
  Search terms are case insensitive: Searches for error, Error, ERROR, and ErRoR are all the same. Search terms  are  additive:  Given  the  search  item mary error,  only  events  that  contain  both
  words  will  be  found.  There  are  Boolean  and  grouping operators  to  change  this  behavior;  we will discuss these later.
  Only the time frame specified is queried: This may seem obvious, but it's very different from a
  database, which would always have a single index across all events in a table. Since each index is sliced into new buckets over time, only the buckets that contain events for the time frame in added to the metadata of an event at index time. There are legitimate reasons to define indexed fields,  but  in  the  vast  majority  of cases,  it  is  unnecessary  and  is  actually  wasteful.  We  will
   discuss this in , Tables, Charts, and Fields.
Boolean and grouping operators
  There are a few operators that you can use to refine your searches (note that these operators must be in uppercase so as not to be considered search terms):
  error mary AND is implied between terms. For instance, (two words separated by a space) is the error AND mary same as .
  OR allows you to specify multiple values. For instance, error OR mary
  means find any event that contains either word.
  error NOT mary NOT applies to the next term or group. For example, would find events that contain error mary but do not contain .
  "Out  of  this  world" The quote marks ("")  identify  a  phrase.  For  example, will  find  this  exact
  Out of this world
  sequence of words. will find any event that contains all of these words, but not necessarily in that order.
  Parentheses ( ( ) ) are used for grouping terms. Parentheses can help avoid confusion in logic.
  
(jacky info)
 )Clicking to modify your search
  Though you can probably figure it out by just clicking around, it is worth discussing the behavior of the GUI when moving your mouse around and clicking: Clicking on any word or field value will give you the option to Add to search or Exclude from search the existing search or create a New search, as shown in the following screenshot:
Event segmentation
  In  prior  versions  of  Splunk,  event  segmentation  was  configurable  through  a  setting in  the Options dialog. In version 6.2, the options dialog is not present; although segmentation (discussed later in this chapter) is still an important concept, it is not accessible through the web interface/options dialog in this version.
Field widgets
  Clicking  on  values  in  the Select  Fields  dialog  (the field  picker)  or  in  the  field  value  widgets underneath an event will again give us an option to append (add to) or exclude (remove from) our search, or as shown before, to start a new search.
  source=C:\Test  Data\TM1ProcessError_20140623213757_temp.log
  For  instance,  if appears  under  your  event,
  source=C:\Test
  clicking  on  that  value  and  selecting Add  to  search will append
  Data\TM1ProcessError_20140623213757_temp.log
  to your search:
Time
  Clicking on the time next to an event will open the _time dialog (shown in the following screenshot), allowing you to change the search to select Events Before or After a particular time period, and it will also have the following choices:
  Before this time After this time At this time
Using fields to search
  everywhere. Fields appear in the field picker on the left and under every event. Where fields actually
  key=value
  come from is transparent to the user, who simply searches for . We will discuss adding new
  Tables, Charts, and Fields, and in , Configuring Splunk.
Using the field picker
  The field picker gives us easy access to the fields (currently defined) for the results of our query. Splunk  will  extract  some  fields  from  event  data  without  your  help  such as : host,  source,  and sourcetype values, timestamps, and others. Additional fields to be extracted can be defined by you.
  Clicking on any field presents us with the details about that field in our current search results:
Using wildcards efficiently
  Though the index is based on words, it is possible to use wildcards when necessary, albeit a little carefully. Take a look at some interesting facts about wildcards:
  bob* Bobby
  Only  trailing  wildcards  are  efficient:  Stated  simply, will  find  events  containing

	by *ob*

  efficiently,  but or will  not.  The  latter  cases  will  scan  all  events  in  the  time  frame specified.
  authclass
  Wildcards are tested last: Wildcards are tested after all other terms. Given the search

	ob*  hello  world *ob*

  , all other terms besides will be searched first. The more you can limit the results using full words and fields, the better your search will perform.
Supplementing wildcards in fields
  world
  Given the following events, a search for would return both events:
  2012-02-07T01:04:31.102-0600 INFO AuthClass Hello world. [user=Bobby, ip=1.2.3.3] 2012-02-07T01:23:34.204-0600 INFO BarClass Goodbye. [user=Bobby, ip=1.2.3.3, message="Out of this world"] world
  What if you only wanted the second event but all you know is that the event contains somewhere
  message="*world*"
  in the field message? The query would work but it is very inefficient, because Splunk

	world, world

  must  scan  every  event  looking for and  then  determine  whether is  present  in  the  field message.
  You can take advantage of the behavior mentioned earlier—wildcards are tested last. Rewriting the
  world message="*world*" world
  query as gives Splunk a chance to find all the records with , and then inspect those events for the more specific wildcard condition.
All about time
  Time  is  an  important  and  confusing  topic  in  Splunk.  If  you  want  to  skip  this  section, absorb  one concept: time must be parsed properly on the way into the index, as it cannot be changed later without indexing the raw data again.
How Splunk parses time
  11-03-04
  Given the date , how would you interpret this date? Your answer probably depends on where you  live. In the United States, you would probably read this as November 3, 2004. In Europe, you would probably read this as March 11, 2004. It would also be reasonable to read this as March 4, 2011.
  Luckily, most dates are not this ambiguous, and Splunk makes a good effort to find and extract them, but it is absolutely worth the trouble to give Splunk a little help by configuring the time format. We'll
How Splunk stores time
  Once the date is parsed, the date stored in Splunk is always stored as a GMT epoch. Epoch time is the number of seconds since January 1, 1970. By storing all events using a single time zone, there is never  a  problem  lining  up  events  that  happen  in  different time  zones.  This,  of  course,  only  works properly if the time zone of the event can be determined when it is indexed. This numeric value is
  _time stored in the field .
How Splunk displays time
  The text of the original event, and the date it contains, is never modified. It is always displayed as it was received. The date displayed to the left of the event is determined by the time zone of the Splunk instance or the user's preference, as specified in your account:
  
How  time  zones  are  determined  and  why  it
 matters  Since all events are stored according to their GMT time, the time zone of event only matters at parse time, but it is vital to get it right. Once the event is written into the index, it cannot be changed without reindexing the raw data. The time zone can come from a number of places, in the following order of precedence:
  2012-02-07T01:03:23.575-0600,  -0600
  The  time  zone  specified  in  the  log.  For  instance,  the  date
  Tue 02 Feb, 01:03:23 CST 2012
  indicates that the zone is 6 hours behind GMT. Likewise, represents the same date. The configuration associated with a source, host, or sourcetype, in that order. This is specified
  props.conf
  i n .  This  can  actually  be  used  to  override  the  time  zone  listed  in  the  log  itself,  if
Different ways to search against time
  Now  that  we  have  our  time  indexed  properly,  how  do  we  search  against  time?  The Date  &amp;  Time Range picker provides a neat set of options for dealing with search times:
Presets
  Presets  are  time  ranges  that  are  predefined  for  you  in  Splunk  Enterprise.  You  should  be  aware, though, that if you are searching potentially large amounts of data, the results will return faster if you run the search over a smaller time period (rather than All time (real-time)):
Relative
  If the Relative presets are not what you need, you can use the custom Relative time range options to specify a time range for your search that is relative to Now. You can select from the list of time range units, Seconds Ago, Minutes Ago, and so on:
Real-time
  The  custom Real-time option gives you the ability to set the start time for your real-time time range window. Keep in mind that the search time ranges for historical searches are set at the time at which the  search  runs.  With  real-time  searches,  the  time  ranges  are  constantly updating  and  the  results accumulate from the beginning of your search.
  You can also specify a time range that represents a sliding window of data, for example, the last 30 seconds.
  When  you  specify  a  sliding  window,  Splunk  takes  that  amount  of  time  to  accumulate data.  For example,  if  your  sliding  window  is  5  minutes,  you  will  not  start  to  see data  until  after  the  first  5 minutes have passed:
  
Windowed  real-time  versus  all-time  real-time
 searches  When designing your searches, it's important to keep in mind that there is a difference between Splunk real-time searches that take place within a set window (like 30 seconds or 1 minute) and real-time searches that are set to All time. In  windowed  real-time  searches,  the  events  in  the  search  can  disappear  as  they  fall outside of the window, and events that are newer than the time the search job was created can appear in the window when they occur. In all-time real-time searches, the window spans all of your events, so events do not disappear once they appear in the window. But events that are newer than the time the search job was created can appear in the window as they occur.
Date range
  You  can  use  the  custom Date Range  option  to  add  calendar  dates  to  your  search. You  can  choose among options to return events: Between a beginning and end date, Before a date, and Since a date (for these fields, you can either type the date in the textbox or select the date from a calendar):
  Date and time range
  Use the custom Date &amp; Time Range option to specify calendar dates and times for the beginning and ending of your search. Again, you can type the date into the textbox or select the date from a calendar:
Advanced
  Use  the Advanced option to specify the earliest and latest search times. You can write the times in Unix (epoch) time or relative time notation. The epoch time value that you enter is converted to local time. This timestamp is displayed under the text field so that you can verify your entry:
Specifying time in-line in your search
  To search for errors affecting
  command provides a way of accomplishing this (union will work as well).
  append
  ) will not work. The
  earliest=-2d@d latest=-1d@d mary error
  (
  OR
  )
  earliest=- 1d@d latest=-0d@d bob error
  You cannot use different time ranges in the same query; for instance, in a Boolean search, (
  earliest=-0@w1 bob error
  since midnight on Monday, use
  bob
  You can also directly use relative and exact times in your searches. For instance, given the search item
  bob error
  yesterday, use
  bob
  To search for errors affecting
  earliest=-3h@h bob error
  in  the  last  3  hours,  snap  to  the  beginning  of  the  hour  using
  bob
  To  search  for  errors  affecting
  earliest=-60m bob error
  in the last 60 minutes, use
  bob
  To search for errors affecting
  , you can specify the time frame you want to use directly in the search, using the fields Earliest and Latest:
  earliest=-1d@d latest=-0d@d bob error
  _indextime versus _time
  It is important to note that events are generally not received at the same time as stated in the event. In most  installations,  the  discrepancy  is  usually  of  a  few  seconds, but  if  logs  arrive  in  batches,  the latency can be much larger. The time at which an event is actually written in the Splunk index is kept
  _indextime in the internal field .
  _time The time that is parsed out of the event is stored in . _indextime
  You  will  probably  never  search  against ,  but  you  should  understand  that  the  time  you  are searching against is the time parsed from the event, not the time at which the event was indexed.
Making searches faster
  We  have  talked  about  using  the  index  to  make  searches  faster.  When  starting  a  new  investigation, following a few steps will help you get results faster:
  1.  Set the time to the minimum time that you believe will be required to locate relevant events. For a chatty log, this may be as little as a minute. If you don't know when the events occurred, you might search a larger time frame and then zoom in by clicking on the timeline while the search is running.
  2.  Specify  the  index  if  you  have  multiple  indexes.  It's  good  to  get  into  the  habit  of starting  your
  index=myapplicationindex error bob queries with the index name. For example, . sourcetype host 3.  Specify other fields that are relevant. The most common fields to specify are and . index=myapplicationindex  sourcetype="impl_splunk_gen"  error  bob
  For  example, .  If  you  find  yourself specifying the field source on a regular basis, you could probably benefit from defining more
  sourcetype
  source  types. Avoid  using  the field  to  capture  other  information,  for  instance,  data
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