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Introduction: Big Data’s Big Ideas
  The big data space is maturing in dog years, seven years of maturity for each turn of the calendar. In the four years we have been producing our annual Big Data Now, the field has grown from infancy (or, if you prefer the canine imagery, an enthusiastic puppyhood) full of potential (but occasionally still making messes in the house), through adolescence, sometimes awkward as it figures out its place in the world, into young adulthood. Now in its late twenties, big data is now not just a productive member of society, it’s a leader in some fields, a driver of innovation in others, and in still others it provides the analysis that makes it possible to leverage domain knowledge into scalable solutions. Looking back at the evolution of our Strata events, and the data space in general, we marvel at the impressive data applications and tools now being employed by companies in many industries. Data is having an impact on business models and profitability. It’s hard to find a non-trivial application that 
  
  Up until recently, access to big data tools and techniques required significant expertise. But tools have improved and communities have formed to share best practices. We’re particularly excited about solutions that target new data sets and data types. In an era when the requisite data skill sets cut across traditional disciplines, companies have also started to emphasize the importance of processes, culture, and people. As we look into the future, here are the main topics that guide bout the data landscape. We’ve organized this book around these themes:
  
  The combination of big data, algorithms, and efficient user interfaces can be seen in consumer applications such as Waze or Google Now. Our interest in this topic stems from the many tools that democratize analytics and, in the process, empower domain experts and business analysts. In particular, novel visual interfaces are opening up new data sources and data types.
  

  Bring up the topic of algorithms and a discussion on recent developments in artificial intelligence (AI) is sure to follow. AI is the subject of an ongoing  . The  , and topics like . As intelligent systems become common, security and privacy become critical. We’re interested in efforts to make machine learning secure in adversarial environments.
  
  The Internet of Things (IoT) will require systems that can process and unlock massive amounts of event data. These systems will draw from analytic platforms developed for monitoring IT operations. Beyond data management, we’re following recent developments in streaming analytics and the analysis of large numbers of time series.
  
  Analytic projects involve a series of steps that often require different tools. There are a growing number of companies and open source projects that integrate a variety of analytic tools into coherent user interfaces and packages. Many of these integrated tools enable replication, collaboration, and deployment. This remains an active area, as specialized tools rush to broaden their coverage of analytic pipelines.
  
  Many popular components in the big data ecosystem are open source. As such, many companies build their data infrastructure an by assembling components like Spark, Kafka, Cassandra, and ElasticSearch, among others. Contrast that to a few years ago when many of these components weren’t ready (or didn’t exist) and companies built similar technologies from scratch. But companies are interested in applications and analytic platforms, not individual components. To that end, demand is high for data engineers and architects who are skilled in maintaining robust data flows, data storage, and assembling these components.
  
  To be clear, data analysts have always drawn from social science (e.g., surveys, psychometrics) and design. We are, however, noticing that many more data scientists are expanding their collaborations with product designers and social scientists.
  

  “Data-driven” organizations excel at using data to improve decision-making. It all starts with instrumentation. “If you can’t measure it, you can’t fix it,” says , VP of product at RelateIQ. In addition, developments in distributed computing over the past decade have given rise to a group of (mostly technology) companies that excel in building data products. In many instances, data products evolve in stages (starting with a “minimum viable product”) and are built by cross-functional teams that embrace alternative analysis techniques.
  
  Every few months, there seems to be an article criticizing the hype surrounding big data. Dig deeper and you find that many of the criticisms point to poor analysis and highlight issues known 
Chapter 1. Cognitive Augmentation
  We address the theme of cognitive augmentation first because this is where the rubber hits the road: we build machines to make our lives better, to bring us capacities that we don’t otherwise have—or that only some of us would. This chapter opens with Beau Cronin’s thoughtful essay on predictive APIs, things that deliver the right functionality and content at the right time, for the right person. The API is the interface that tackles the challenge that defined as “Designing for Interruption.” Ben Lorica then discusses graph analysis, an increasingly prevalent way for humans to gather information from data. Graph analysis is one of the many building blocks of cognitive augmentation; the way that tools interact with each other—and with us—is a rapidly developing field with huge potential.
Challenges Facing Predictive APIs Solutions to a number of problems must be found to unlock PAPI value
  by  In November, the first will take place in Barcelona, just ahead of his event will bring together those who are building intelligent web services (sometimes called Machine Learning as a Service) with those who would like to use these services to build predictive apps, which , deliver “the right functionality and content at the right time, for the right person, by continuously learning about them and predicting what they’ll need.” This is a very exciting area. Machine learning of various sorts is revolutionizing many areas of business, and predictive services like the ones at the center of predictive APIs (PAPIs) have the potential to bring these capabilities to an even wider range of applications. I co-founded one of the
  n this space (acquired by Salesforce in 2012), and I remain optimistic about the
  future of these efforts. But the field as a whole faces a number of challenges, for which the answers are neither easy nor obvious, that must be addressed before this value can be unlocked. In the remainder of this post, I’ll enumerate what I see as the most pressing issues. I hope that the speakers and attendees at PAPIs will keep these in mind as they map out the road ahead.
Data Gravity
  It’s widely recognized now that for truly large data sets, it makes a lot more sense to move compute to the data rather than the other way around—which conflicts with the basic architecture of cloud-based analytics services such as predictive APIs. It’s worth noting, though, that after transformation and spreadsheet. This is certainly an issue for the truly big data needed to train, say, deep learning models.
Workflow
  The data gravity problem is just the most basic example of a number of issues that arise from the development process for data science and data products. The Strata conferences right now are flooded with proposals from data science leaders who stress the iterative and collaborative nature of this work. And it’s now widely appreciated that the preparatory (data preparation, cleaning, transformation) and communication (visualization, presentation, storytelling) phases usually consume far more time and energy than model building itself. The most valuable toolsets will directly support (or at least not disrupt) the whole process, with machine learning and model building closely integrated into the overall flow. So, it’s not enough for a predictive API to have solid client libraries and/or a slick web interface: instead, these services will need to become upstanding, fully assimilated citizens of the existing data science stacks.
Crossing the Development/Production Divide
  Executing a data science project is one thing; delivering a robust and scalable data product entails a whole new set of requirements. In a nutshell, project-based work thrives on flexible data munging, tight iteration loops, and lightweight visualization; productization emphasizes reliability, efficient resource utilization, logging and monitoring, and solid integration with other pieces of distributed architecture. A predictive API that supports one of these endeavors won’t necessarily shine in the other setting. These limitations might be fine if expectations are set correctly; it’s fine for a tool to support, say, exploratory work, with the understanding that production use will require re- implementation and hardening. But I do think the reality does conflict with some of the marketing in the space.

Users and Skill Sets
  Sometimes it can be hard to tell at whom, exactly, a predictive service is aimed. Sophisticated and competent data scientists—those familiar with the ins and outs of statistical modeling and machine learning methods—are typically drawn to high-quality open source libraries, like  , which deliver a potent combination of control and ease of use. For these folks, predictive APIs are likely to be viewed as opaque (if the methods aren’t transparent and flexible) or of questionable value (if the same results could be achieved using a free alternative). Data analysts, skilled in data transformation and manipulation but often with limited coding ability, might be better served by a more integrated “workbench” (such as those provided by legacy vendors like SAS and SPSS). In this case, the emphasis is on the overall experience rather than the API. Finally, application developers probably just want to add predictive capabilities to their products, and need a service that doesn’t force them to become de facto (and probably subpar) data scientists along the way.
  These different needs are conflicting, and clear thinking is needed to design products for the different personas. But even that’s not enough: the real challenge arises from the fact that developing a single data product or predictive app will often require all three kinds of effort. Even a service that perfectly addresses one set of needs is therefore at risk of being marginalized.
Horizontal versus Vertical
  In a sense, all of these challenges come down to the question of value. What aspects of the total value chain does a predictive service address? Does it support ideation, experimentation and exploration, core development, production deployment, or the final user experience? Many of the developers of predictive services that I’ve spoken with gravitate naturally toward the horizontal aspect of their services. No surprise there: as computer scientists, they are at home with abstraction, and they are intellectually drawn to—even entranced by—the underlying similarities between predictive problems in fields as diverse as finance, health care, marketing, and e-commerce. But this perspective is misleading if the goal is to deliver a solution that carries more value than free libraries and frameworks. Seemingly trivial distinctions in language, as well as more fundamental issues such as appetite for risk, loom ever larger.
  As a result, predictive API providers will face increasing pressure to specialize in one or a few verticals. At this point, elegant and general APIs become not only irrelevant, but a potential liability, as industry- and domain-specific feature engineering increases in importance and it becomes crucial to present results in the right parlance. Sadly, these activities are not thin adapters that can be slapped on at the end, but instead are ravenous time beasts that largely determine the perceived value of a predictive API. No single customer cares about the generality and wide applicability of a platform; each is looking for the best solution to the problem as he conceives it. As I said, I am hopeful that these issues can be addressed—if they are confronted squarely and honestly. The world is badly in need of more accessible predictive capabilities, but I think we need to enlarge the problem before we can truly solve it.
  There Are Many Use Cases for Graph Databases and Analytics Business users are becoming more comfortable with graph analytics
  by 
  The rise of sensors and connected devices will lead to applications that draw from network/graph 
  a
  stored in graphs with many more nodes and edges than the ones currently maintained by social media companies. This means that researchers and companies will need to produce real-time tools and techniques that scale to much larger graphs (measured in terms of nodes and edges). I for tapping into graph data, and I continue to track improvements in accessibility, scalability, and performance. For example, at the just-concludeemains  ecosystem. Another reason to be optimistic is that tools for graph data are getting tested in many different settings. It’s true that social media applications remain natural users of graph databases and analytics. 
  

  graph databases and analytics:
  Network impact analysis (including root cause analysis in data centers) Route finding (going from point A to point B) Recommendations Logistics Authorization and access control Fraud detection Investment management and finance (including )
  The widening number of applications means that business users are becoming more comfortable with graph analytics. In some domainsre beginning to appear. More recently, analytic tools like make it easier to unlock and build applications with  data. Various applications that build upon graph search/traversal are becoming common, and users are beginning to be comfortable with notions like  
  
alization,
  and analytics, as well as interesting use cases. For instance, ill demonstrate how they leverage graph tools and analytics to improve search for the legal profession, and  is assembling a database to help improve medical science using evidence-based tools powered by graph analytics.
  
Figure 1-1. Interactive analyzer of Uber trips across San Francisco’s micro-communities
Network Science Dashboards Network graphs can be used as primary visual objects with conventional charts used to supply detailed views
  by  With well on its way to being an established academic discipline, we’re beginning  to see tools that leverage it. Applications that draw heavily from this discipline make heavy use of visual representations and come with interfaces aimed at business users. For business analysts used to consuming bar and line charts, network visualizations take some getting used. But with enough
  In many domains, networks graphs can be the primary visual objects with conventional charts used to 

   
  assets across different asset classes (the accompanying charts are used to provide detailed information for individual nodes): Using the network graph as the center piece of a dashboard works well in this instance. And with FNA’s tools already being used by a variety of organizations and companies in the financial sector, I think “Network Science dashboards” will become more commonplace in financial services. Network Science dashboards only work to the extent that network graphs are effective (networks  graphs tend get harder to navigate and interpret when the number of nodes and edges get large ). One workaround is to aggregate nodes and visualize communities rather than individual objects. New 
  
  This fits one of the themes we’re seeing in Strata: cognitive augmentation. The right combination of data/algorithm(s)/interface allows analysts to make smarter decisions much more efficiently. While much of the focus has been on data and algorithms, it’s good to see more emphasis paid to effective  interfaces and visualizations.  —a startup commercializing Apache Spark.
  As I noted in a , GraphLab has been extended to handle general machine learning
   problems (not just graphs).
  Exhibitors at the GraphLab conference will include creators of several major graph databases,  visualization tools, and Python tools for data scientists.
  This post is based on a recent conversation with Kimmo Soramäki, founder of Financial Network  Analytics.
  Kimmo is an experienced researcher and policy-maker who has consulted and worked for several  central banks. Thus FNA’s first applications are aimed at financial services.
  Traditional visual representations of large networks are pejoratively referred to as “hairballs.”

Chapter 2. Intelligence Matters
  ut it’s more accurate to say that
  our ideas of what we can expect from AI have been sharpening and diversifying since the invention of the computer. Beau Cronin starts off this chapter with consideration of AI’s ‘dueling definitions'— and then resolves the “duel” by considering both artificial and human intelligence as part of a system of knowledge; both parts are vital and new capacities for both human and machine intelligence are coming. Pete Warden then takes us through deep learning—one form of machine intelligence whose performance has been astounding over the past few years, blasting away expectations particularly in the field of image recognition. Mike Loukides then brings us back to the big picture: what makes human intelligence is not power, but the desire for betterment.
AI’s Dueling Definitions Why my understanding of AI is different from yours
  by  Let me start with a secret: I feel self-conscious when I use the terms “AI” and “artificial intelligence.” Sometimes, I’m downright embarrassed by them.
  Before I get into why, though, answer this question: what pops into your head when you hear the phrase artificial intelligence?
  
Figure 2-1. SoftBank’s   a humanoid robot that takes its surroundings into consideration. For the layperson, AI might still conjure nd all the misfortune that ensued when he became so tragically confused. Others jump to the replicants of Blade Runner or more recent movie robots. Those who have been around the field for some time, though, might instead remember the “old days” of AI—whether with nostalgia or a shudder—when intelligence was thought to primarily involve logical reasoning, and truly intelligent machines seemed just a summer’s work away. And for those steeped in today’s big-data-obsessed tech industry, “AI” can seem like nothing more than a high-falutin’ synonym for the machine-learning and predictive-analytics algorithms that are already hard at work optimizing and personalizing the ads we see and the offers we get—it’s the term that gets trotted out when we want to put a high sheen on things.
  Like the Internet of Things, Web 2.0, and big data, AI is discussed and debated in many different contexts by people with all sorts of motives and backgrounds: academics, business types, journalists, and technologists. As with these other nebulous technologies, it’s no wonder the meaning of AI can be hard to pin down; everyone sees what they want to see. But AI also has serious historical baggage, layers of meaning and connotation that have accreted over generations of university and industrial research, media hype, fictional accounts, and funding cycles. It’s turned into a real problem: without a lot of context, it’s impossible to know what someone is talking about when they talk about AI. Let’s look at one example. In his 2004 bookeff Hawkins confidently and categorically states that AI failed decades ago. Meanwhile, the data scientist John Foreman can
  

  that all of these viewpoints are valid; they’re just starting from different definitions. Which gets back to the embarrassment factor: I know what I mean when I talk about AI, at least I think I do, but I’m also painfully aware of all these other interpretations and associations the term evokes.
  And I’ve learned over the years that the picture in my head is almost always radically different from that of the person I’m talking to. That is, what drives all this confusion is the fact that different people rely on different primal archetypes of AI. Let’s explore these archetypes, in the hope that making them explicit might provide the foundation for a more productive set of conversations in the future.
  AI as interlocutor This is the concept behind both HAL and Siri: a computer we can talk to in plain language, and that answers back in our own lingo. Along with Apple’s personal assistant, systems like  an represent steps toward this ideal: they aim to meet us on our own ground, providing answers as good as—or better than—those we could get from human experts. Many of the most prominent AIfforts today fall under this model, probably because it’s such a good fit for the search- and recommendation-centric business models of today’s Internet giants.

  This is also the version of AI enshrined in Alan Turing’s famous test for machine intelligence, though it’s worth noting that direct assaults on that test have
  AI as android Another prominent notion of AI views disembodied voices, however sophisticated their conversational repertoire, as inadequate: witness the androids from movies like Blade Runner, I
  Robot, Alien, The Terminator, ane routinely transfer our expectations from these
  fictional examples to real-world efforts like
  
 . For many practitioners and enthusiasts, AI simply must be
  mechanically embodied to fulfill the true ambitions of the field. While there is ao motivate this insistence, the attachment to mechanical form seems more visceral, based on a collective gut feeling that intelligences must move and act in the world to be worthy of our attention. It’s worth noting that, just as recent Turing test results have highlighted the degree to which people are willing to ascribe intelligence to conversation partners, we also place unrealistic expectations on machines with human form.
  AI as reasoner and problem-solver While humanoid robots and disembodied voices have long captured the public’s imagination, whether empathic or psychopathic, early AI pioneers were drawn to more refined and high- minded tasks—playing chess, solving logical proofs, and planning complex tasks. In a much- remarked collective error, they mistook the tasks that were hardest for smart humans to perform (those that seemed by introspection to require the most intellectual effort) for those that would be hardest for machines to replicate. As it turned out, computers excel at these kinds of highly abstract, well-defined jobs. But they struggle at the things we take for granted—things that children and many animals perform expertly, such as smoothly navigating the physical world. The systems and methods developed for games like chess are completely useless for real-world tasks in more varied environments.Taken to its logical conclusion, though, this is the scariest version of AI for those who warn about the dangers of his stems from a
  hat is “an agent’s ability to achieve goals in a wide range of
  environments.” What if an AI was as good at general problem-solving as Deep Blue is at chess? Wouldn’t that AI be likely to  ?

  AI as big-data learner This is the ascendant archetype, with massive amounts of data being inhaled and crunched by Internet companies (and governments). Just as an earlier age equated machine intelligence with the ability to hold a passable conversation or play chess, many current practitioners see AI in the prediction, optimization, and recommendation systems that place ads, suggest products, and generally do their best to cater to our every need and commercial intent. This version of AI has done much to propel the field back into respectability after so many cycles of hype and relative failure—partly due to the profitability of machine learning on big data. But I don’t think the predominant machine-learning paradigms of classification, regression, clustering, and dimensionality reduction contain sufficient richness to express the problems that a sophisticated intelligence must solve. This hasn’t stopped AI from being used as a marketing label—despite the lingering stigma, this label is reclaiming its marketing mojo.
  
  . narratives that work together to suggest the technologies most likely to succeed, the potential applications and risks, the timeline for development, and the “personality” of the resulting intelligence. I’d go so far as to say that it’s impossible to talk and reason about AI without reference to some underlying characterization. Unfortunately, even sophisticated folks who should know better are prone to switching mid-conversation from one version of AI to another, resulting in arguments that descend into contradiction or nonsense. This is one reason that much AI discussion is so muddled— we quite literally don’t know what we’re talking about.
  For example, some of the confusion about deep learning stems from it being placed in multiple buckets: the technology has proven itself successful as a big-data learner, but this achievement leads many to assume that the same techniques can form the basis for a more complete interlocutor, or the basis of intelligent robotic behavior. This confusion is spurred by the Google mystique, including Larry Page’s stated drive for  It’s also important to note that there are possible intelligences that fit none of the most widely held stereotypes: that are not linguistically sophisticated; that do not possess a traditional robot embodiment; that are not primarily goal driven; and that do not sort, learn, and optimize via traditional big data.
  Which of these archetypes do I find most compelling? To be honest, I think they all fall short in one way or another. In my next post, I’ll put forth a new conception: AI as model-building. While you might find yourself disagreeing with what I have to say, I think we’ll at least benefit from having this debate explicitly, rather than talking past each other.
In Search of a Model for Modeling Intelligence
  
True artificial intelligence will require rich models that incorporate real-
 world phenomena  by 
  In my last post, we saw thathese dueling definitions each have a deep history—OK fine, baggage—that has massed and layered over time. While they’re all legitimate, they share a common weakness: each one can apply perfectly well to a system that is not 

   significant intelligence.
  Let’s ask a different question instead: What criteria must any system meet in order to achieve intelligence—whether an animal, a smart robot, a big-data cruncher, or something else entirely? To answer this question, I want to explore a hypothesis that I’ve heard attributed to the cognitive scientistwho was a member of my thesis committee). He has not, to my knowledge, 
  
  differently from my attempt here. Any foolishness which follows is therefore most certainly my own, and I beg forgiveness in advance. I’ll phrase it this way:
  Intelligence, whether natural or synthetic, derives from a model of the world in which the system operates. Greater intelligence arises from richer, more powerful, “runnable” models that are capable of more accurate and contingent predictions about the environment.
  What do I mean by a model? After all, people who work with data are always talking about the “predictive models” that are generated by today’s machine learning and data science techniques. While these models do technically meet my definition, it turns out that the methods in wide use capture very little of what is knowable and important about the world. We can do much better, though, and the key prediction of this hypothesis is that systems will gain intelligence proportionate to how well the models on which they rely incorporate additional aspects of the environment: physics, the behaviors of other intelligent agents, the rewards that are likely to follow from various actions, and so on. And the most successful systems will be those whose models are “runnable,” able to reason about and simulate the consequences of actions without actually taking them. Let’s look at a few examples.
  Single-celled organisms leverage a simple behavior called chemotaxis to swim toward food and away from toxins; they do this by detecting the relevant chemical concentration gradients in their liquid environment. The organism is thus acting on a simple model of the world—one that, while devastatingly simple, usually serves it well.
  Mammalian brains have a region known as the hippocampus that contains 
  

 different from the bacteria.
  While humans also have a hippocampus, which probably performs some of these same functions, we also have overgrown neocortexes that model many other aspects of our world, including, crucially, our social environment: we need to be able to predict how others will act in response to various situations.
  The scientists who study these and many other examples have solidly established that naturally occurring intelligences rely on internal models. The question, then, is whether artificial intelligences must rely on the same principles. In other words, what exactly did we mean when we said that intelligence “derives from” internal models? Just how strong is the causal link between a system having a rich world model and its ability to possess and display intelligence? Is it an absolute dependency, meaning that a sophisticated model is a necessary condition for intelligence? Are good models merely very helpful in achieving intelligence, and therefore likely to be present in the intelligences that we build or grow? Or is a model-based approach but one path among many in achieving intelligence? I have my hunches—I lean toward the stronger formulations—but I think these need to be considered open questions at this point.
  The next thing to note about this conception of intelligence is that, bucking a long-running trend in AI and related fields, it is not a behavioralist measure. Rather than evaluating a system based on its actions alone, we are affirmedly piercing the veil in order to make claims about what is happening on the inside. This is at odds with the most famous machine intelligence assessment, the ; it 
  Of course, the reason for a naturally-evolving organism to spend significant resources on a nervous system that can build and maintain a sophisticated world model is to generate actions that promote reproductive success—big brains are energy hogs, and they need to pay rent. So, it’s not that behavior doesn’t matter, but rather that the strictly behavioral lens might be counterproductive if we want to learn how to build generally intelligent systems. A focus on the input-output characteristics of a system might suffice when its goals are relatively narrow, such as medical diagnoses, question answering, and image classification (though each of these domains could benefit from more sophisticated models). But this s necessarily descriptive, rather than normative: it describes a desired endpoint, without suggesting how this result should be achieved. This devotion to surface traits leads us to adopt methods that do not not scale to harder problems.
  Finally, what does this notion of intelligence say about the current state of the art in machine intelligence as well as likely avenues for further progress? I’m planning to explore this more in future posts, but note for now that today’s most popular and successful machine learning and predictive analytics methods—  all produce models that are remarkably impoverished in their ability to represent real-world phenomena.
  In response to these shortcomings, there are several active research programs attempting to bring 
   building intelligent systems that can truly be said to understand the world they live in.
Untapped Opportunities in AI
Some of AI’s viable approaches lie outside the organizational boundaries of Google and other large Internet companies
  by 
  
Figure 2-3. Photo:  
 

  Here’s a simple recipe for solving crazy-hard problems with machine intelligence. First, collect huge amounts of training data—probably more than anyone thought sensible or even possible a decade ago. Second, massage and preprocess that data so the key relationships it contains are easily accessible (the jargon here is “feature engineering”). Finally, feed the result into ludicrously high-performance, parallelized implementations of pretty standard machine-learning methods like logistic regression, deep neural networks, and k-means clustering (don’t worry if those names don’t mean anything to you —the point is that they’re widely available in high-quality open source packages).
  Google pioneered this formula, applying it to ad placement, machine translation, spam filtering, YouTube recommendations, an
  its tools are no different from what we have in our world; it’s just better funded.” Google’s success is astonishing not only in scale and diversity, but also the degree to which it exploded the accumulated conventional wisdom of the artificial intelligence and machine learning fields. Smart people with carefully tended arguments and closely held theories about how to build AI 
  

 sophisticated theoretical approaches that were all the rage before the era of big data.  In many cases, Google has succeeded by reducing problems that were previously assumed to require
  strong AI—that is, reasoning and problem-solving abilities generally associated with human
  intelligence—into narrow AI, solvable by matching new inputs against vast repositories of previously encountered examples. This alchemy rests critically on step one of the recipe above: namely, acquisition of data at scales previously rejected as absurd, if such collection was even considered before centralized cloud services were born.
  Now the company’s motto makes a bit more sense: “Google’s mission is to organize the world’s information and make it universally accessible and useful.” Yes, to machines. The company’s ultimate 
  But is it the only viable approach? With Google (and other tech giants) buying robotics and AI 
  
  company’s many unannounced projects (and keeping in mind that I have approximately zero insider info), we can still make some good guesses about areas where the company, and others that have adopted its model, are unlikely to dominate. I think this comes down to situations that have one or more of the following properties:
  1.  The data is inherently small (for the relevant definition of small) and further collection is illegal, prohibitively expensive or even impossible. Note that this is a high bar: sometimes a data collection scheme that seems out of reach is merely waiting for the appropriate level of effort and investment, such as driving down every street on earth with a specially equipped car.
  2.  The data really cannot be interpreted without a sophisticated model. This is tricky to judge, of course: the unreasonable effectiveness of data is exactly that it exposes just how superfluous models are in the face of simple statistics computed over large datasets.
  3.  The data cannot be pooled across users or customers, whether for legal, political, contractual, or other reasons. This results in many “small data” problems, rather than one “big data” problem. My friend and colleague nts out that genomic data is a good example of properties one and two. While it might seem strange to call gene sequencing data “small,” keep in mind there are vast majority of possible genomes—including many perfectly good ones—will never be observed; on the other hand, those that do exist contain enough letters that plenty of the patterns we find will turn out to be misleading: the product of chance, rather than a meaningfully predictive signal (a problem calle , the relatively straightforward statistical analyses of gene sequences that represented the first efforts to identify genetic predictors of disease, reinforce the need for approaches that incorporate more knowledge about how the genetic code is read and processed by cellular machinery to produce life.
  Another favorite example of mine is perception and autonomous navigation in unknown environments. 
  
loped
  world, many autonomous vehicle or robot applications will require the system to recognize and understand its environment from scratch, and adapt to novel challenges in real time. What about autonomous vehicles exploring new territory for the first time (think about an independent Mars rover, at one extreme), or that face  or even adversarial situations in which a static map, however detailed, simply can’t capture the essential aspects of the situation? The bottom line is that there are many environments that can’t be measured or instrumented sufficiently to be rendered legible to Google-style machines. Other candidates include the interpretation and prediction of company performance from financial and other public data (properties 1 and 2); understanding manufacturing performance and other business processes directly from sensor data, and suggesting improvements thereon (2 and 3); and mapping and optimizing the real information and decision-making flows within organizations, an area that’s seen far more promise than delivery (1, 2, and 3). This is a long way from coherent advice, but it’s in areas like these where I see the opportunities. It’s not that the large Internet companies can’t go after these applications; it’s that these kinds of problems fit poorly with their ingrained assumptions, modes of organization, existing skill sets, and internal consensus about the right way to go about things. Maybe that’s not much daylight, but it’s all you’re going to get.
What is Deep Learning, and Why Should You Care?
  by  When I first ran across the results in the  , I didn’t believe them. I’ve spent years working with machine vision, and the reported accuracy on tricky tasks like distinguishing dogs from cats was beyond anything I’d seen, or imagined I’d see anytime soon. To understand more, I reached out to one of the competitors, nd he demonstrated how he used the n-source project to do so well. Even better, he showed me how he was quickly able to apply it to a whole bunch of other image-recognition problems we had at Jetpac, and produce much better results than my conventional methods. I’ve never encountered such a big improvement from a technique that was largely unheard of just a commercially across hundreds of millions of photos, I built my own specialized library to efficiently run prediction on clusters of low-end machines and embedded devices, and I also spent months learning the dark arts of training neural networks. Now I’m keen to share some of what I’ve found, so if you’re curious about what on earth deep learning is, and how it might help you, I’ll be covering the basics in a series of blog posts here on Radar, and in a short upcoming ebook.
So, What is Deep Learning?
  It’s a term that covers a particular approach to building and training neural networks. Neural networks have been around since the 1950s, and like nuclear fusion, they’ve been an incredibly promising laboratory idea whose practical deployment has been beset by constant delays. I’ll go into the details of how neural networks work a bit later, but for now you can think of them as decision- making black boxes. They take an array of numbers (that can represent pixels, audio waveforms, or words), run a series of functions on that array, and output one or more numbers as outputs. The outputs are usually a prediction of some properties you’re trying to guess from the input, for example whether or not an image is a picture of a cat.
  The functions that are run inside the black box are controlled by the memory of the neural network, arrays of numbers known as weights that define how the inputs are combined and recombined to produce the results. Dealing with real-world problems like cat-detection requires very complex functions, which mean these arrays are very large, containing around 60 million numbers in the case of one of the recent computer vision networks. The biggest obstacle to using neural networks has been figuring out how to set all these massive arrays to values that will do a good job transforming the input signals into output predictions.
Training
  One of the theoretical properties of neural networks that has kept researchers working on them is that they should be teachable. It’s pretty simple to show on a small scale how you can supply a series of example inputs and expected outputs, and go through a mechanical process to take the weights from initial random values to progressively better numbers that produce more accurate predictions (I’ll give a practical demonstration of that later). The problem has always been how to do the same thing on much more complex problems like speech recognition or computer vision with far larger numbers of weights. That was the real breakthrough in the  brought together a whole bunch of different ways of accelerating the learning process, including convolutional networks, clever use of GPUs, and some novel mathematical tricks like  , and showed that in a few weeks they could train a very complex network to a level that outperformed conventional approaches to computer vision. This isn’t an aberration, similar approaches have been used very successfully in natural language processing and speech recognition. This is the heart of deep learning—the new techniques that have been discovered that allow us to build and train neural networks to handle previously unsolved problems.
How is it Different from Other Approaches?
  With most machine learning, the hard part is identifying the features in the raw input data, for example SIFT or SURF in images. Deep learning removes that manual step, instead relying on the training process to discover the most useful patterns across the input examples. You still have to make choices about the internal layout of the networks before you start training, but the automatic feature discovery makes life a lot easier. In other ways, too, neural networks are more general than most other machine- learning techniques. I’ve successfully used the original Imagenet network to recognize classes of objects it was never trained on, and even do other image tasks like scene-type analysis. The same underlying techniques for architecting and training networks are useful across all kinds of natural data, from audio to seismic sensors or natural language. No other approach is nearly as flexible.
Why Should You Dig In Deeper?
  The bottom line is that deep learning works really well, and if you ever deal with messy data from the real world, it’s going to be an essential element in your toolbox over the next few years. Until recently, it’s been an obscure and daunting area to learn about, but its success has brought a lot of great resources and projects that make it easier than ever to get started. I’m looking forward to taking you through some of those, delving deeper into the inner workings of the networks, and generally have some fun exploring what we can all do with this new technology!
Artificial Intelligence: Summoning the Demon We need to understand our own intelligence is competition for our artificial, not-quite intelligences
  by  In October, Elon Musk likened artificial intelligence (AI) to s I’m sure you know, there are many stories in which someone summons a demon. As Musk said, they rarely turn out well. There’s no question that Musk is an astute student of technology. But his reaction is misplaced. There are certainly reasons for concern, but they’re not Musk’s.
  The problem with AI right now is that its achievements are greatly over-hyped. That’s not to say those achievements aren’t real, but they don’t mean what people think they mean. Researchers in deep 
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